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Abstract This paper presents the advantages of a single-
camera stereo omnidirectional system (SOS) in estimating
egomotion in real-world environments. Dynamic conditions,
deficient illumination, and poor textured surfaces result in
the lack of features to track in the observable scene. This
negatively affects the pose estimation of visual odometry
systems, regardless of their field-of-view. We compare the
tracking accuracy and stability of the single-camera SOS
versus an RGB-D device under various real circumstances.
Our quantitative evaluation is performed with respect to 3D
ground truth data obtained from a motion capture system.
The datasets and experimental results we provide are unique
due to the nature of our catadioptric omnistereo rig, and the
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situations in which we captured these motion sequences. We
have implemented a tracking system with deterministic rules
for both synthetic and real scenes. Our implementation does
not make any motion model assumptions, and it maintains
a fixed configuration among the compared sensors. Our ex-
perimental outcomes confer the robustness in 3D metric vi-
sual odometry estimation that the single-camera SOS can
achieve under normal and special conditions in which other
perspective narrow view systems such as RGB-D cameras
would fail.

1 Introduction

Visual odometry (VO) is an important building block for a
vast number of applications in the realms of robotic navi-
gation and augmented reality. Several camera types, lenses,
mirrors, and their combinations have been used to estimate
egomotion in the past. Using a single camera has the main
drawback of the unknown absolute scale factor for the so-
lution in the scene. On the other hand, the scale problem
can be solved by rigidly combining various cameras at the
cost of price, energy, size, weight, computer I/O ports, and
hardware synchronization issues. VO estimation on a small
robot requires of a portable sensor providing 3D metric in-
formation. Therefore, we conceive a single-camera Stereo
Omnidirectional System (SOS) as the essence of the VO so-
lution presented in this work. Fig. 1 shows the single-camera
SOS based on a vertical catadioptric configuration designed
by Jaramillo et al. [1].

Depending on the situation, the choice of a wide field-
of-view (FOV) camera for visual odometry can have advan-
tages over the narrow viewing angle solutions, as it was ob-
served by Zhang et al. [2]. However, they only employed
monocular sensors without 3D metric scale information, and
their comparisons concluded that the trade-off in pixel res-
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olution for a wider FOV affects the VO accuracy in open
outdoors spaces. Our work is different by employing the
single-camera SOS described in §2.2 that is capable of pro-
viding 3D metric information, so we study its practical ad-
vantages. We emphasize in showing its robust operation un-
der dynamic environments, and some exceptional circum-
stances that robotics navigation encounters under weakly il-
luminated or poorly textured areas.

Existing approaches for VO usually make assumptions
about operating in mostly-static environments and that the
observed scene is discriminative enough. However, when
confronted with weakly textured, dynamic, partially occluded,
or poorly illuminated environments, real challenges arise [3].
We have chosen to employ the feature-based method due to
its versatile compatibility with different types of cameras,
plus the ample availability of standard software libraries that
guarantee the abstraction and portability of our VO imple-
mentation (§3). Our purpose is not to design a SLAM frame-
work since plenty of alternatives exist already, i.e., [4,5,6].
Instead, our goal is to show the potential of the proposed
single-camera SOS and projection model (§2.2) as a viable
alternative to more traditional, affordable sensors such as the
popular RGB-D device. The application of omnidirectional
vision for robotic navigation has been discussed in previ-
ous works (§2.1), but this has not been demonstrated until
now for a single-camera SOS. We believe to be the first to
provide such concrete findings (§4) using both real and syn-
thetic datasets created along this investigation and that we
release publicly1.

2 Related Work

2.1 Feature-based VO with Omnidirectional Cameras

Various approaches to omnidirectional VO that have em-
ployed sparse features from the scene are [7,8,9]. Lemaire
and Lacroix [10] presented a solution to the bearing-only
SLAM problem using a calibrated para-catadioptric ODVS
on top of a rover taking long trajectories. In [10], the 3D
metric information of their VO estimation was given by an
external stereo camera mounted on the same rover. Gutierrez
et al. [9] adapted a 1-Point RANSAC technique to achieve
EKF SLAM with omnidirectional images whose projection
rays were linearized via the unified sphere model [11]. Their
solution tracked FAST features [12] sparsely detected on the
omnidirectional image. Schönbein and Geiger [13] achieved
impressive results for dense omnidirectional mapping, where
the vehicle’s motion was estimated by tracking FAST key-
points that got triangulated as 3D points. In a RANSAC per-
spective from n points fashion, the 3D points from the previ-
ous frame were reprojected onto the current frame, and the

1 http://ubuntuslave.github.io/publication/2018-vo_sos

Fig. 1: Single-camera SOS prototypes designed in [1].

relative pose of the vehicle was obtained as a reprojection er-
ror minimization problem similar to our approach. They also
constructed a plane-based 3D model through block stereo
matching. In fact, [13] is the closest attempt to ours as for
estimating VO with a catadioptric SOS. However, they em-
ployed a pair of omnidirectional cameras operating indepen-
dently on top of the vehicle, so the large horizontal baseline
allowed them to operate outdoors at the cost of some self-
occlusion at the singularity points [14]. As discussed pre-
viously, there exist practical disadvantages in managing a
multi-camera system, in particular, the increase in size and
required computer resources limit their adoption to more
powerful robots.

2.2 Single-Camera Stereo Omnidirectional System

The challenge of applying omnidirectional stereo vision via
a single camera is what separates our work from others re-
viewed in §2.1. Inspired by the catadioptric single-camera
SOS configuration presented by Jang et al. [15], we opti-
mized and analyzed the geometric characteristics of this kind
of sensor for its end-use on top of a micro aerial vehicle
(MAV) [1]. As the example given in Fig. 3a, the spatial res-
olution of the SOS is sacrificed by combining two simulta-
neous omnidirectional views on a single image, which are
conveniently rectified as a pair of registered panoramas, as
illustrated in Fig. 7. We can perform the typical search for
stereo correspondences between these panoramas, and tri-
angulate 3D points as a result. Our single-camera SOS en-
ables instantaneous 3D metric information, whose acquisi-
tion is modeled via a generalized unified model for stereo,
GUMS, proposed in [16]. The parameters of GUMS are nu-
merically estimated to minimize the total pixel reprojection
error that a real sensor exhibits as it deviates from the the-
oretical central configuration. This optimization is done in
a non-linear least-squares fashion with the Huber-norm as
its loss function in a highly-coupled calibration procedure.
The unit spheres onto which projections are normalized as
bearing vectors are visualized in Fig. 2.

http://ubuntuslave.github.io/publication/2018-vo_sos
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Fig. 2: Illustration of the registration error for a 3D point
PWi due to a noncentral absolute pose [K]

[Ct]
T̃ between SOS

frames via GUMS. The error is considered with respect to
the current tracking frame [Ct] as the angle θk formed be-
tween the back-projecting vector [Mk] v̂i

(Ct ) and the forward
projecting vector [Mk]pi

(Ct )← [C]
[Mk]

T−1 · [K]

[Ct]
T̃−1 · [C][Mk]

T · [Mk]pi
(K),

with k ∈ {t,b} for the top and bottom mirrors, respectively.

3 Tracking Algorithm for Single-Camera SOS

This paper intended to demonstrate the general VO robust-
ness of our SOS in comparison with an RGB-D sensor un-
der the same camera tracking framework. We employed an
RGB-D sensor instead of a binocular stereo camera due to
our empirical notion that RGB-D devices provide regard-
ing pixel-depth registration reliability. We implemented a
frame-to-frame pose estimation algorithm with a determin-
istic termination criterion. Since we did not make any mo-
tion assumptions, i.e., dominant direction and speed, all frames
were considered for evaluation according to §4.2. Each frame
[Ct] was tracked with respect to its reference keyframe [K]

created under the heuristics of exceeding a 1 cm change in
translation or 1◦ in the relative rotation angle, and if and
only if the number of tracking correspondences of the can-
didate frame was at least 10% of the cumulative moving av-
erage for the number of keypoints tracked against the current
keyframe.

The geometric pose estimation of the sensor was per-
formed by a noncentral 3D-to-2D Perspective from n Points
solution (PnP), which requires a minimum of three feature-
pair correspondences to model an SE3 pose hypothesis [K]

[Ct]
T̃

as shown in Fig. 2. The model-independent projection met-
ric employed according to the OpenGV framework created
by Kneip and Furgale [17] was the angle θvp computed be-
tween the pair of correspondences

(
[Ct] v̂i,

[Ct] p̂i
)

related to the

back-projective and forward-projective bearing vectors, re-
spectively. The 2D correspondence at the keyframe is as-
sociated to a 3D point [K]pi that gets transformed onto the
current frame coordinates by [Ct]pi ← [K]

[Ct]
T−1 [K]pi. The error

score ei for each feature match was computed based on their
reprojection angles cosine function, cos(θvp)i = 〈v̂i, p̂i〉, as:

ei := 1.0− cos(θvp)i, ei ∈ [0,2] (1)

The reprojection angle threshold for our RANSAC model
fitting was set to 1◦ in our experiments.

Without the need for bootstrapping, we assume the exis-
tence of a set P of metric 3D points that could be registered
into the global world frame coordinates, [W], conveniently
set at the initial sensor’s frame, [C0], also acting as the first
keyframe. For a camera frame [Ct] at a given time step t > 1,
a set of 2D keypoints DIt was detected on the image It to
be initially matched against all the keypoints in set DK per-
taining the keyframe, [K]. Note that for the SOS, we did the
feature extraction on the panoramic images instead. We used
the OpenCV2 implementation of ”Good Features to Track”
[18] for detecting up to 1000 corners via the minimal eigen-
value gradient matrix method, which provided a good num-
ber of keypoints (bucketed at every 10◦ for the panoramic
images). These keypoints were consequently described as
ORB (Oriented Robust Binary) features [19] due to its rela-
tive speed and empirical performance for feature description
generation and matching on the panoramic images as visu-
alized in Fig. 7. This initial set of feature matches, M(s0)

f 2 f ,
was further refined via Kneip’s Non-Perspective-three-Point
(NP3P) algorithm [20] in a RANSAC fashion. The final set
of inlier correspondences, M(sr)

f 2 f , after some r iterations from
RANSAC, was used to solve for a final pose [K]

[Ct]
T∗ in a local

non-linear optimization with the objective of minimizing the
sum of the bearing vector angle errors (1) via the Levenberg-
Marquardt algorithm employed in OpenGV. Given the ab-
solute pose [W]

[K] T of the keyframe with respect to the world
frame [W], the pose of a tracking frame was ultimately trans-
formed into the world by [W]

[Ct]
T← [W]

[K] T ·
[K]

[Ct]
T.

The VO algorithm described above was implemented for
both sensors. The RGB-D sensor obeyed the pinhole cam-
era model. The single-camera SOS, however, was modelled
by the Generalized Unified Model for Stereo (GUMS) pro-
posed in [16], so we could deploy a “noncentral” absolute
pose adapter according to OpenGV’s design pattern. In this
sense, we had two viewpoints in the camera system estab-
lished via the fixed rigid transform [C]

[Mk]
T, which was obtained

during the GUMS coupled-calibration procedure for the top
and bottom mirrors identified by subscript k∈ {t,b}, respec-
tively. In other words, GUMS allowed us to map any key-
point located at [Ξk]mmmi on panoramic image Ξk into its back-

2 http://opencv.org

http://opencv.org
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projecting vector [Mk] v̂i with respect to the current frame’s
viewpoint [Mk]. Fig. 2 illustrates the noncentral configura-
tion and the reprojection error angles, θk, due to an estimated
pose [K]

[C] T̃ out of a set of 3D-to-2D point correspondences.
The tracking termination criterion was τP3P = 3, indicat-

ing the minimum number of unique keypoint features needed
for the generation of a SE3 pose via P3P. As opposed to
other full-fledged SLAM / SfM frameworks like PTAM[21]
and ORB-SLAM[6] that keep on ignoring the lost tracker
until another thread relocalizes the system out of newly ar-
riving images, we instead terminated the VO immediately
when the tracking was lost. This unforgiving termination cri-
terion allowed us to measure each sensor’s susceptibility to
feature quantity information that we analyze in §4.3.

4 Experiments

For all our experiments, we kept consistent settings as stated
in the implementation description (§3). We also limited the
Euclidean distance of 3D point measurements according to
our single-camera SOS capabilities: between 0.25 m and 20 m
for disparities greater than 1 pixel. The range for the ASUS
Xtion PRO LIVE used in the real experiments is between
0.8 m and 3.5 m as specified by the manufacturer, but it helped
to increase it to up to 7 m in order to be compared with
the SOS. The SOS was calibrated via a numerical method
that approximated the GUMS through the reduction of pro-
jection error of control points as proposed in [16]. For the
100 mm-cell calibration chessboard located at ≈ 1.5m, we
obtained: a mean projection error of 1.5± 1 pixels, and a
3D triangulation accuracy of 0.018±0.007 m based on the
ground-truth information obtained via our motion capture
system. On the other hand, for the RGB-D sensor, we used
the factory-default settings for the depth-registered images
without additional rectification.

4.1 Datasets and Experimental Configurations

For our experiments, we produced synthetic and real-life
datasets for both the RGB-D camera and the single-camera
SOS. For the synthetic dataset, we rendered photo-realistic
scenes with the open-source raytracer POV-Ray3. The four
trajectories that correspond to a real moving camera are based
on the ICL-NUIM dataset [22]. Fig. 3 shows a couple of in-
stances from the first sequence rendered using the theoreti-
cal hyperbolic single-camera SOS.

For real experiments, we collected ground-truth data in-
doors within a volume of 6m×3m×2m using our VICON
mocap system. The single-camera SOS prototype shown in

3 http://www.povray.org

(a) t = 0 (b) t = 1000

(c) t = 0 (d) t = 1000

Fig. 3: A few frames at time-stamp t from the first
synthetic sequence employing the single-camera hyper-
bolic SOS on top of an MAV. We show the omnidirectional
images (a,b) above the associated external views (c,d).

Fig. 1 was rigidly attached next to the RGB-D baseline sen-
sor. This SOS employed a Pointgrey Blackfly USB3 cam-
era capturing 1920× 1200 pixels images (global shutter) at
30 FPS. Each stereo panoramic image measured 1412×140
pixels as the example given in Fig. 7. The RGB-D camera
ran at 30 FPS with VGA resolution of 640× 480 pixels.
Each sensor operated independently, but via the recorded
time-stamps, we associated the images and the respective
VICON poses. In order to link the observable ground-truth
frame of the rig and the sensor’s camera frame, the necessary
hand-eye transformations were estimated separately. When
ground-truth data is available, the poses are given in the stan-
dard TUM-format [23].

We grouped the real-life sequences according to aspects
they were meant to address. The conventional sequences
were choreographed for trajectories such as spinning in-place,
walking around a square path, going up-and-down, and some
free-style motion. We also recorded a trajectory going in/out
of the mocap room into a hallway (≈ 50m long), but for
this sequence the ground-truth information only exists for
the minority of the path. In addition, we captured sequences
for various special conditions such as moving into a low-
textured surface: blank wall or darker room. Those results
are discussed in §4.3. Last, we experimented with static

sensors using the identity transformation as their ground-
truth pose for some variations of dynamic environments with
people moving as described in §4.4.

4.2 Quantitative Evaluation Criteria

The relative pose error (RPE) [23] and the absolute trajec-
tory error (ATE) [23,22] are common evaluation metrics for
VO algorithms. In our experiments, the camera poses were

http://www.povray.org
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Fig. 4: RPE for some sequences moving in a conventional fashion. Here, the performance of both sensors is comparable.

computed without the scale ambiguity since both sensors
operated at metric scale. ATE has a bias toward shorter path
lengths, but RPE does not. Hence, RPE is capable of mea-
suring the drift more indicatively than ATE, so we mainly
interpret our results with regards to RPE computed among
a set of 8 uniformly-divided path lengths for each trajec-
tory. We arbitrarily set the longest path length to be 1

3 of
the complete path length, and we sampled the 8 segments
at each frame in the trajectory. The plots in Fig. 4 and 6
demonstrate the accuracy measured via these RPE criteria
for the available real-life sequences with ground-truth infor-
mation. In Table 1, we provide the overall averages out of
the existing sampled errors that have been normalized by the
corresponding path lengths (in meters). Because we cannot
compute the RPE or ATE when no ground-truth information
exists, it was useful to measure the total path length in terms
of number of frames successfully tracked. We expressed this
quantity within square brackets in the plots’ legends as an
indicative of tracking loss. Since each experiment was non-
numerically repeatable due to the use of RANSAC in the
VO algorithm, we ran 3 trials and averaged their respective
results for evaluation. Because noise in a real sensor is un-
avoidable, we validated our VO implementation by evalu-
ating the pose estimation accuracy of the synthetic se-
quences (§4.1), where we noticed that the estimated 3D tra-
jectories followed the ground-truth very closely. Table 1 also
includes the results for these four sequences via a calibrated
GUMS reflecting the theoretical centrality of the system. For
the real-life sequences, the theoretical model did not pro-
duce any meaningful results, so the calibrated GUMS (§2.2)
was necessary. In Fig. 4 and Table 1, we observe that the
single-camera SOS produced slightly more accurate results
than the RGB-D sensor for the majority of these sequences.
This asserts its real-life utilization for VO estimation indoors
(at the moment). In what follows, we experimentally evalu-
ate the single-camera SOS performance under a series of

(a) Into a wall. (b) Into the dark.

Fig. 5: Illustrating the higher vulnerability that the RGB-D
camera (top) has due to the lack of features to track in the
scene. The associated omnidirectional images (bottom) have
a higher probability to detect features under these special
circumstances. Data with these issues are provided in the
sequences from the special group of the dataset.

situations provoking dilemmas in real-world robotic naviga-
tion.

4.3 Feature-based Special Issues

It is evident that occlusions and the lack of distinguishable
points in the scene are a problem for all feature-based VO
methods. A very probable situation arises when the percep-
tion device gets too close to a surface covered by ambiguous
patterns or not presenting recognizable corners for detection
as illustrated in Fig. 5. The SE3 tracking process in a com-
plete SLAM framework would usually get lost when this
happens and try to re-localize with new frames. As with any
omnidirectional camera, our SOS is less likely to be affected
by the low presence of features in the environment due to its
broader view of the scene [10]. The feature-availability like-
lihoods of the sensors depend mainly on their vertical and
horizontal FOV angles. The wider FOV of the SOS helps
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increase its likelihood of surviving the critical region thresh-
old, τP3P. Experimentally, we showed the RGB-D sensor is
more vulnerable to these feature-based issues due to its short
range and FOV limitations. Both Fig. 6 and Table 1 support
our claim of a better VO performance with the SOS in these
special setups. In fact, VO with the RGB-D sensor failed
most of the time, which is indicated by the fewer frames
used for assessment.

4.4 Dynamic Environment Issues

The work by Xiong et al. [24] motivated us to investigate
the capabilities of our catadioptric SOS in dynamic envi-
ronments even though their work actually intended to detect
moving objects, and not the system’s egomotion. The unde-
sirable pose estimation issues caused by dynamic features
on the ground can be alleviated by directing the camera at
the ceiling. However, our single-camera SOS configuration
was designed to view around the equatorial region (§2.2), so
the presence of dynamic features and occlusions holds with
higher probability. An alternative is to combine a multitude
of camera views to improve the VO’s resiliency in dynamic
environments, as what the Collaborative Visual SLAM by
Zou and Tan [3] attempted. In our study, we elaborated var-
ious cases to measure the accuracy of the sensor’s pose esti-
mation (VO) when operating in a dynamic environment. We
arbitrarily measured the effect of the proximity to the sensor
as well as the density of moving subjects for the correspond-
ing dynamic sequences collected in our dataset (§4.1). It is
obvious that the VO of any camera is more susceptible to
error in scenes with a higher dynamic density, so we eval-
uated this effect by arranging the number of people in the
view as well as by controlling the distance to the sensors:
about 1 m, 2 m, and 3 m away for a duration of ≈ 25s. We
also collected data from an uncontrolled setup in a public
setup. Table 2 contains the resulting mean and standard de-
viation values for the translation and rotation components of
the RPE computed for every tracked frame with the rig kept
static. Here, we noticed that the SOS was less susceptible
to the dynamic outliers due to the increased likelihood for
sampling static features captured by its wider FOV. As ex-
pected, if the density of dynamic objects increases, both sen-
sors are comparably affected. Due to perspective projection,
the effect of the distance to the camera is the change in the
image area occupied by the dynamic objects. In fact, when
moving the rigs in a dynamic scene as detailed in the last two
rows of Table 1, the RGB-D sensor was more affected when
the dynamic objects moved relatively slower than the cam-
era’s true speed because feature outliers were tracked with
higher confidence levels among frames. In Fig. 7d, we show
an erroneous tracking instance for which the RGB-D cam-
era got lost in the stairs sequence after a person passed
by too close in-front of it. Although the camera was moving

this time, this issue also relates to the results for the static
rigs with moving people at different ranges given in Table 2.
The public trajectories took place in Grand Central Terminal
(GCT) in New York City. In this highly dynamic environ-
ment filled by both natural and artificial lighting, we were
able to compare the qualitative VO performance of the sys-
tems while walking. The trajectories estimated via the SOS
are visualized in Fig. 8. The corresponding video is avail-
able at http://youtu.be/c5tyHqEkKQA, where we can see the
inconspicuous drift when returning to the starting points,
and we can witness how the RGB-D camera gets lost when
taking the stairs. Indeed, for the walk around the GCT
clock, both sensors appeared to perform equivalently, but
we had intentionally assisted the RGB-D camera’s sensing
range by directing it toward the information booth under-
neath the clock, where mostly static features existed during
this experiment. The related issue due to lack of trackable
features for the RGB-D sensor was presented and discussed
in §4.3. Notice that we could not assume that only the fore-
ground was dynamic and that the background was mostly
static because both were dynamic. In fact, this dual effect
was more pronounced for the SOS, but the RGB-D sensor
was mainly affected by the dynamic foreground due to its
shorter perception range.

5 Conclusion

We presented the application of a single-camera stereo om-
nidirectional system (SOS) for egomotion. We are aware of
stereo vision limitations such as the fixed baseline not be-
ing able to accommodate to the varying distances of objects
under different circumstances. Our SOS has a fixed base-
line, which is comparable to that of a traditional RGB-D
sensor, so we directly compared it against. We performed
experiments indoors within the practical sensing ranges of
both devices. We evaluated the error in the estimated 3D
visual odometry (VO) with the sequences that we have col-
lected with associated ground-truth information where pos-
sible. We are making our datasets (§4.1) and implementation
(§3) publicly availablefor the reproducibility of our findings
(§4). Our experiments showed that both sensors are capa-
ble to achieve a comparable VO performance under con-
ventional circumstances. Moreover, we have demonstrated
the apparent advantages of the SOS under dynamic envi-
ronments and where the number of distinguishable features
decays. Under those circumstances, the wide-viewing an-
gle (FOV) of the singe-camera SOS allows for the detec-
tion of features on the 360◦ panoramic images with more
reliability than other 3D cameras with narrower FOV. We
kept our VO implementation as consistent as possible in or-
der to evaluate the frame-based tracking functionality of this
unique SOS against the RGB-D camera. Without applying

http://youtu.be/c5tyHqEkKQA
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Table 1: Average absolute trajectory error (ATE) and relative pose error (RPE, normalized) for the moving experiments.

Sequence ATE [m] RPE (Translation) [%] RPE (Rotation) [◦/m] Frames [#]
SOS RGB-D SOS RGB-D SOS RGB-D SOS RGB-D

C
o
n
v
e
n
t
i
o
n
a
l Square Small 0.12± 0.05 0.70± 0.23 25.94± 8.18 41.76± 78.21 3.46± 2.76 22.37± 45.52 619 619

Square Smooth 0.12± 0.06 0.14± 0.11 20.51± 8.54 13.92± 7.89 3.29± 1.97 4.11± 2.51 1325 1325
Spinning 0.30± 0.11 0.35± 0.08 42.60± 19.59 68.30± 80.08 8.64± 4.78 27.08± 36.18 770 770
Vertical 0.04± 0.02 0.14± 0.06 19.86± 5.31 39.06± 16.12 8.68± 3.55 8.76± 6.05 459 459
Free Style 0.14± 0.05 0.41± 0.14 31.34± 13.57 45.75± 54.99 9.65± 5.21 14.53± 20.35 611 611
Hallway 0.95± 0.58 0.81± 0.56 262.53± 546.43 391.20± 763.28 10.14± 18.98 8.54± 12.61 5636 5636

S
p
e
c
i
a
l

Into Wall - Regular 0.13± 0.04 0.22± 0.08 37.70± 11.00 130.41± 79.68 6.70± 1.86 57.27± 42.25 1041 315
Into Wall - Slow 0.09± 0.03 0.19± 0.09 37.21± 10.64 165.29± 106.22 6.72± 1.99 76.63± 65.46 1400 391
Into Wall - Fast 0.09± 0.04 0.18± 0.09 36.02± 9.61 115.06± 79.37 5.83± 1.91 47.08± 36.90 896 251
Into Wall - Curvy 0.28± 0.08 0.22± 0.11 35.45± 14.35 136.35± 123.50 6.39± 2.82 77.65± 81.61 838 309
Into Dark - Straight 0.06± 0.03 0.53± 0.24 16.87± 6.31 213.43± 218.62 4.54± 1.99 19.38± 14.02 998 554
Into Dark - Turning 0.13± 0.06 0.73± 0.23 14.92± 6.07 141.20± 177.83 5.50± 2.36 32.95± 37.47 1260 1260

D
y
n
. Slow Dynamic 0.02± 0.01 0.24± 0.15 25.42± 9.65 483.48± 808.29 7.53± 3.87 84.34±153.37 390 278

Fast Dynamic 0.03± 0.01 0.17± 0.07 23.31± 13.51 129.47± 104.12 6.60± 3.75 21.79± 18.26 518 518

S
y
n
t
h
. Office-0 0.03± 0.01 0.12± 0.06 4.56± 2.24 14.45± 8.91 0.83± 0.49 3.16± 2.24 1508 1508

Office-1 0.02± 0.01 0.13± 0.06 3.13± 1.49 17.19± 16.08 0.71± 0.37 5.99± 3.74 965 965
Office-2 0.04± 0.02 0.16± 0.06 3.23± 1.60 8.93± 4.97 0.75± 0.43 2.58± 1.37 880 880
Office-3 0.03± 0.02 0.05± 0.03 3.57± 2.12 7.89± 7.14 0.68± 0.40 2.98± 2.22 1240 1240

R
PE

(R
ot

at
io

n)
R

PE
(T

ra
ns

la
tio

n)

Fig. 6: RPE results of visual odometry estimation for some special sequences moving into poorly textured scenes, i.e.,
surface lacking features or too dark to find them. The value inside the brackets specify the number of frames that were
successfully tracked before getting lost due to the lack of point features needed to solve PnP according to §3.

Table 2: Static rigs in dynamic environments

Prox Peop Translation Error [m] Rotation Error [◦]
[m] [#] SOS RGB-D SOS RGB-D

1 1 0.021± 0.008 0.279± 0.207 0.310± 0.120 5.230± 3.160
1 2 0.021± 0.006 0.600± 0.348 0.380± 0.080 8.720± 6.000
1 4 0.047± 0.017 1.614± 0.768 0.610± 0.240 21.320± 10.820
2 1 0.015± 0.005 0.586± 0.330 0.230± 0.070 7.940± 4.220
2 2 0.017± 0.007 1.049± 0.404 0.250± 0.120 17.300± 9.310
2 4 0.030± 0.008 2.247± 0.982 0.570± 0.270 13.400± 6.370
3 1 0.013± 0.004 1.029± 0.632 0.140± 0.040 11.940± 8.900
3 2 0.022± 0.005 1.728± 0.598 0.340± 0.090 24.240± 13.100
3 4 0.028± 0.007 1.854± 0.681 0.460± 0.110 13.710± 12.780

Var 2 0.049± 0.021 0.481± 0.260 0.900± 0.310 17.980± 10.900
Var Var 0.374± 0.193 4.487± 1.261 5.630± 3.600 39.390± 11.120

any graph optimization or loop-closure techniques for lo-
calization and mapping, we concentrated in the actual VO
performance of the sensors. This allowed us to plan future
solutions to mitigate difficulties such as the eminent drift of
the pose estimation without obscuring the root of the prob-
lem. In the presented work, our goal was to demonstrate the
egomotion capabilities of the single-camera SOS for practi-
cal issues that real-world navigation may encounter.
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(a) SOS frame successfully tracked at time t. Showing correspondences between top panoramic images. (b) RGB-D okay

(c) SOS frame successfully tracked at time t +1. Showing correspondences between top panoramic images. (d) RGB-D lost

Fig. 7: Example from the stairs sequence at GCT: the single-camera SOS succeeded while the RGB-D sensor failed due to
the busy highly dynamic scene diminishing the number of trackable keypoint features when occluded by a sudden passerby
in the view. The dotted boxes in the panoramas corresponds to the view in common with the RGB-D.

(a) Around the GCT clock. (b) Taking the GCT stairs.

Fig. 8: Estimated 3D trajectory of the SOS in real-life envi-
ronments: (a) walk around the clock in GCT; and (b) taking
the stairs down and back up to the main lobby at GCT.
Note: these trajectories are not fit to the ground plane.
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