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Quantitative Experimental Results 
TUM DSO dataset: all 50 sequences 

Note: RPE here uses the normalized errors by the path length 

Average Rankings 

      Wins Count: Larger is better          Average Ranking: Smaller is better 
Number in [brackets] specify the successful number of tracked frames 

RPE Rotation Angle 
TUM DSO dataset: first 4 sequences 

Average Accuracy and Timing 
Dimensionality Reduction for Real-time Tracking 
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KITTI dataset: sequence No. 6 at t = 250 
Depth Maps Comparison 

We extend direct visual odometry algorithms [1][2], which use the 
single grayscale channel and assume intensity constancy, by: 

 

–  Multichannel feature generation  (feature constancy assumption) 
»  Dense-SIFT features (a SIFT descriptor for each pixel) 
»  CNN features from pre-trained models:  

•  AlexNet	(conv1	layer)	
•  Siamese	(“siam”	at	Spa)alConvolu)on_7	layer	)	

 

–  Direct image alignment of multichannel features 
»  Multichannel SE3 pose tracking  
»  Multichannel depth estimation 

–  Denser 3D reconstruction and 
more accurate camera pose tracking 

 

–  Real-time via PCA-based 
dimensionality reduction 

•  TUM DSO (50 real sequences with GT) 
•  KITTI Odometry (11 real seqs with GT) 
•  ICL-NUIM (8 synthetic seqs) 
•  Tsukuba (New 4 synthetic seqs) 
•  LSD-SLAM (4 real seqs, without GT) 

Contributions 

•  Gray: The baseline single-channel algorithm [1][2] 
•  Gray-A: Gray with the affine lighting model [2] 
•  Bit-Planes: The 8-bit binary descriptor proposed by [3] 

Evaluation with 5 public datasets: 
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 iterative non-linear optimization (LM)

    δξ = − A + λLM diag(A)( )−1
JTWr,  

    

where  A := JTWJ
λLM :damping factor of LM

W : weight matrix for ξ ( iter )
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